Abstract

The development of software that would be to image understanding systems what expert system shells are to expert systems has been the subject of considerable enquiry over the last ten years: this paper reviews pertinent publications and tries to present a coherent view of the field. After a survey of the advantages of explicit knowledge representation in image understanding, we tackle the subject under two main headings. We first expose the nature of the knowledge that the various authors have represented for image understanding. To this effect, we have elaborated a knowledge taxonomy consisting of seven modules, ranging in specificity from task domain knowledge to generic knowledge about the use of software systems. We then examine how researchers have represented these various kinds of knowledge. Most of the representations known to artificial intelligence were pressed into service, and a discussion of their relative merits is presented.
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